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Abstract

Recently, image representation based on bag-of-visual-words (BoW) model has been popularly applied in image and vision domains. In BoW, a visual codebook of visual words is defined, usually by clustering local features, to represent any novel image with the occurrence of its contained visual words. Given a set of images, we argue that the significance of each image is determined by the significance of its contained visual words. Traditionally, the significances of visual words are defined by term frequency-inverse document frequency (tf-idf), which cannot necessarily capture the intrinsic visual context. In this paper, we propose a new scheme of latent visual context learning (LVCL). The visual context among images and visual words is formulated from latent semantic context and visual link graph analysis. With LVCL, the importance of visual words and images will be distinguished from each other, which will facilitate image level applications, such as image re-ranking and canonical image selection.

We validate our approach on text-query based search results returned by Google Image. Experimental results demonstrate the effectiveness and potentials of our LVCL in applications of image re-ranking and canonical image selection, over the state-of-the-art approaches.

1. Introduction

The last decade has witnessed the proliferation of images on the web, which casts a great challenge on exploration of gigantic amount of images. Currently, image retrieval has become a popular service in many search engines, such as Bing, Google and Yahoo! However, most of them are mainly based on textual information. This is partly due to the fact that text-based search techniques are successful and mature, while image content information is difficult or expensive to exploit. Recently, a novel image identification based commercial search engine Tineye\textsuperscript{[1]} has been attracting more and more attention, with real-time response for a billion scale database. However, it is designed only for duplicated image search.

For text-based image search, two problems in terms of relevance and diversity are usually encountered. With the ignorance of visual content information, the returned image search results usually suffer from poor relevance, such as noisy and cluttered irrelevant images. To address this issue, image re-ranking has become an active research topic in multimedia community. The goal of image re-ranking is to refine the text-based image search results according to their visual content consistency, such that the relevant images are moved to the top while irrelevant images sink to the bottom, resulting in better relevance, especially for top-ranked images. Further, although image re-ranking will enhance the relevance of top-ranked images to the text query, image redundancy, such as duplicated or very similar images, is still prevalent. If canonical images, a subset of photos that best summarize a photo collection, can be selected so as to compress the image redundancy, then the user experience of image exploration will be greatly improved.

In this paper, we propose a new scheme of latent visual context learning (LVCL) to explore the visual context among images and visual words to address the above two problems. With bag-of-visual-words model (BoW)\textsuperscript{[12]} for image representation, visual context expresses the intrinsic relationships among images and visual words, which is related with many different aspects, such as statistical distribution of visual words in images, the co-occurrence of visual words, the geometric relationships of visual words, the latent semantics underlying image and visual words, and so on. Traditionally, visual words are weighted by term frequency-inverse document frequency (tf-idf), which can be regarded as only statistical visual context. As in LVCL, we focus on mining those visual contexts from latent semantic analysis and visual link graph analysis in a latent manner. The discovered visual context information will be used to discover the significance of visual words and images for web image applications.
In BoW, with a visual codebook and a collection of images from text query, we argue that the significance of each image is determined by the significance of its contained visual words, while the significances of different visual words are related by the corresponding concept of the text query. Therefore, we first focus on visual word level and then proceed to image level to explore the visual context. The pair-wise similarities for visual words and images are formulated, respectively. And then, by means of graph analysis, the significance for visual words and images will be distinguished, respectively.

The LVCL for visual words is graph based. We construct a visual graph for visual words, where the node denotes visual word and the edge that links two nodes are weighted by their similarity. The visual similarity is formulated with latent semantic context and visual word link context. To explore the implicit semantic context, we adopt latent semantic analysis [4] to discover the implicit semantic similarity for pair-wise visual words. To analyze the visual link context, we construct a four-layer visual word link graph, with MSER [3] as a latent layer to impose local spatial constraint for visual words. Then based on the visual word graph, similar to [8], PageRank [9] is used to explore the visual significance for all visual words.

As for LVCL for images, we construct a three-layer visual link graph for images. In the image link graph, visual word works as a latent layer and the image links are weighted by the significance of visual words. The visual context in the image graph is analyzed by exploring the visual transition relationship between image and visual words. After obtaining the visual graphs for images, PageRank [9] is also used to explore the visual significance for all images.

The application of LVCL to image re-ranking is intuitive. According to their discovered visual content significance, we obtain the content based ranking of images, which can further be fused with the text based ranking of the initial image search results returned via text query. As for canonical image selection, we define the representative photos as those that contain many most important and distinctive visual words and propose to select the canonical images via weighted set coverage strategy—greedily discover images that contain those important visual words from a candidate image pool. In order to construct a good candidate image pool and filter some noisy images, we also adopt the image re-ranking results and select the top ones for canonical image selection.

As a summary, the main contributions of this paper include:

1. Propose a novel scheme to explore latent visual context from both latent semantic and visual link graphs. The significance of visual words and images for an image collection will be discovered by means of graph analysis.
2. Apply LVCL for image re-ranking and canonical image selection. The resulting content based re-ranking of images can be fused with text based image ranking information.

Canonical image selection is performed by a set coverage strategy with LVCL results.

The rest of the paper is organized as follows. Section 2 reviews the related works. Section 3 gives a brief overview of our framework of latent visual context learning for web images applications. In Sections 4 and 5, we will discuss LVCL for visual words and images, respectively. Section 6 provides the applications of LVCL in image re-ranking and canonical image selection. Section 7 presents experimental results to evaluate our approach. Finally, conclusions are made in Section 8.

2. Related work

Our work is related to several research topics, including visual re-ranking, topic model, link graph analysis and MSER detection, and canonical image selection. The related literature is briefly reviewed below.

In literature, there are many works about visual re-ranking based on different schemes, such as clustering-based [15,21], classification-based [19] and the graph-based [8,16–18,20,22,24]. Generally, an assumption is made that visually similar images should be ranked close to each other. In all visual re-ranking methods, an essential problem is how to measure the visual similarity. Currently, the similarity is mainly estimated based on low-level visual features: global features [17,18,24], such as color moments and Gabor feature, and local features [8,20,22,24], such as scale invariant feature transform (SIFT) [2]. Global features work well for cases such as natural scene images, while local features do good job in rigid canonical object images. As the state-of-the-art approach, VisualRank [8] builds an image graph and intuitively determines the pair-wise image similarity by the number of shared SIFT features and computes the image rank value directly through an iterative procedure similar to PageRank [9]. In fact, there is an underlying assumption in VisualRank that all matched local features in image are equally important. In fact, given an image set returned by text-based image search engine, some local features are expected to be more discriminative than others. Therefore, it is preferred to give these discriminative features a larger weight. In our approach, we investigate the visual word significance by analyzing both latent semantic context and visual word link context, to infer image significance.

Recently, many research efforts have been made to select canonical images, a subset of photos that best summarize the image collections. Jaffe et al. [25] used a pure metadata-driven approach to select canonical views for a region with both geo-locations and several heuristics on metadata. Since no visual content information is considered, the selected views are sensitive to noise. Some other research works use clustering-based approaches to discover canonical images. Ragarum and Lazebnik [26] proposed to compute iconic views for a collection of images of any concept with joint clustering based on visual and textual features to extract subsets of images. Iconic views were chosen from images with the highest visual quality from each subset. Kennedy et al. [29] leveraged both metadata and visual features to form a hybrid approach for canonical view selection. They discovered landmark related images and performed k-means clustering based on color and texture features. Then canonical views were selected as top-ranked images from top-ranked clusters. These clustering based methods unavoidably suffer from the issue of determining the number of clusters, which greatly constrains their flexibility. Simon et al. [28] proposed a pure vision-based approach. The original photo collection was partitioned into several non-overlapping subsets. Then, a greedy k-means clustering was adopted to select canonical views from each subset. However, like other clustering methods, the greedy k-means is still sensitive to outliers, which are prevalent in web image collections. Yang et al. [27] proposed a canonical view selection method based on online search results. They analyzed the distribution of visual words [13] and computed a coverage score for each photograph. 200 distinctive visual words were selected by wc-tf-idf measurement and a greedy scheme was proposed to iteratively select a few canonical views. However, wc-tf-idf cannot necessarily capture the visual word latent similarity relationship, and its effectiveness may be weakened.

Our work is based on bag of visual words (BoW) model [12–14]. BoW is originally derived from natural language processing and popularly applied in image and vision domains. Generally, the bag-of-visual-words representation defines a visual codebook by clustering local features [7,13], such as SIFT, into k groups. Each resulting cluster centroid is considered as a visual word and all k visual words constitute a visual codebook. With bag-of-visual-word model, each
local feature from an image is assigned to the closest visual word. Consequently, an image is represented as a histogram of the assignment of all local features to visual words and a k-dimensional vector is obtained, which is subsequently normalized. Traditionally, the significations of visual words are defined by term frequency-inverse document frequency (tf-idf). However, with the ignorance of the intrinsic context among visual words such as semantic context and spatial context, tf-idf cannot necessarily distinguish the significance of visual words. Our proposed latent visual context learning will naturally address such drawback.

Based on BoW, many topic models, such as latent semantic analysis (LSA) [4], Probabilistic latent semantic analysis (pLSA) [5] and latent Dirichlet analysis (LDA) [6] can be used to analyze the topics within images. As generative data models, pLSA and LDA are based on statistical foundation and work with the number of latent topics determined beforehand. LSA, instead, is based on singular value decomposition (SVD) to explore the higher-order semantic structure in an implicit manner without knowing the latent topic number. In this paper, LSA is adopted to explore the underlying implicit semantic context in conjunction with visual words and to generate visual word similarity in latent semantic sense.

Our work is partly motivated by Cai et al. [10], where the webpage is segmented into different unique blocks and the webpage link analysis is converted to multi-layer link graph analysis, so as to better explore the semantic topics of the web page. As for our problem, we regard the context relationship between image and visual word as visual hyperlinks and construct visual word link graph and image link graph, respectively. Then, the visual significance discovery for visual words and images is fulfilled by analyzing the corresponding visual graphs. In [31,32], link analysis techniques are also used for recognition of object categories. Without quantizing local features to visual words, it constructs a visual similarity network (VSN), where the nodes are features extracted from all images and the edges link features that have been matched across images. The weight of the graph edge reflects the correspondence consistency and is obtained with a spectral technique [30]. Both Kim’s link analysis approach and our method are based on graph link analysis, but the link relationship definitions are greatly different from each other. Although good performance is achieved in object categorization, it ignores the local geometric constraints of features in images. Besides, without feature quantization, it will not suffer quantization error, but the time cost is expensive.

Our work is also related to [11], as both make use of MSER region [3] to impose local geometric constraint. The difference is that, [11] exploits MSER to bundle local features to improve the discriminative power of visual word, while in our approach MSER is adopted as an intermediate to formulate the visual hyperlink context among visual words. As a latent layer in our visual word hyperlink graph, MSER region is used such that local features will be related with only those sharing the same MSER region in the image.

As for canonical image selection, our work is related to [27] in the adoption of set coverage. In [27], a predefined number of distinctive visual words were selected by wc-tf-idf for a greedy scheme to iteratively select a few canonical views. As for our approach, important visual words are adaptively chosen with LVCL. Besides, the weighting schemes of visual words and images for set coverage are all derived from LVCL results.

3. Framework overview

Fig. 1 illustrates the framework of our latent visual context learning for web image applications. We first collect images with text query from text-based image search engine, such as Google Image. Then, two kinds of features, SIFT [2] and MSER [3], and extracted for each image. SIFT features are quantized to visual words with a predefined visual codebook. After that, we begin to perform latent visual context learning (LVCL).

LVCL mainly consists of two parts: visual word context analysis and image context analysis. Visual word context analysis is carried out from two perspectives, namely, latent semantic topic context and visual word link graph. Then visual word rank is performed to discover visual word significance, which is adopted for image context learning with image link graph analysis.

Finally, with the obtained visual context information of visual words and images, we will apply it to web image applications, including image re-ranking and canonical image selection.

4. Visual word context analysis

Visual word context is learned through visual word graph analysis. We construct a visual word graph, where the node denotes visual word and the edge linking two nodes is weighted by their similarity. Then the problem becomes how to define the pair-wise visual word similarity. We propose to formulate it from two perspectives: latent semantic topic and visual word link graph. After that, random walk [8,9] can be employed to discover the significance of the graph nodes.

4.1. Visual word similarity decomposition

Visual similarity is related with human psychological cognition, which is a very complex process for simulation. In this paper, we approach it from two kinds of visual context. The first one is related with latent semantics analysis, and the second one is about visual word link graph.

Before re-ranking, it is necessary to explore the pair-wise relationships for visual words, in other words, the similarity between visual words. We propose to formulate the similarity definition for visual word pair \((i, j)\) as follows:

\[
W_{ii}^{\text{LVCL}} = \alpha W_{i}^{\text{LVCL}} + (1-\alpha)W_{ii}^{\text{WS}}
\]

where \(W_{ii}^{\text{LVCL}}\) is formulated with latent semantics related visual context, \(W_{ii}^{\text{WS}}\) is defined with visual link graph related context and \(\alpha\) is a weighting factor with range \(0 < \alpha < 1\). In the following subsections, we will explain the formulation of the above two decomposed similarity components for visual words.

4.2. Latent semantic similarity analysis

Since our image collection is returned from text query retrieval, it is reasonable to assume that there exist some topics among these images. The latent semantic context beneath the visual word–image relationship can be explored by means of semantic model. Generally, image topic is difficult to be represented explicitly. Also, this is not necessary for our case. LSA, originally proposed for text indexing and retrieval and proved to be powerful for discovering the implicit higher-order context in the association of terms with documents [4], can serve for our task.

According to LSA, given a visual word–image matrix \(M_0\) with size \(m \times n\), each column of which is a normalized histogram of visual word occurrence in the corresponding image, it can be decomposed into the product of three other matrices by singular value decomposition (SVD) as follows:

\[
M_0 = T_0 S_0 D_0^T
\]
where $T_0$ and $D_0$ are column-orthonormalized matrices and $S_0$ is a diagonal matrix with all diagonal elements positive and in decreasing order. The sizes of $T_0$, $S_0$, and $D_0$ are $m \times k$, $k \times k$, and $n \times k$, respectively. The beauty of SVD is that it provides a simple strategy for optimally approximate fit using smaller matrices. To maintain the real data structure and at the same time ignore the sampling error or unimportant details, only the top $t(t < k)$ largest diagonal elements in $S_0$ are kept while the remaining smaller ones are set to zero. This is equivalent to delete the zero rows and columns of $S_0$ to obtain a compact matrix $S$ and delete the corresponding columns of $T_0$ and $D_0$ to yield $T$ and $D$, respectively. Consequently, a reduced matrix $M$ is defined as follows:

$$M = T S D^T$$

which is the rank-$t$ model with the best possible least squares-fit to $M_0$ [4]. Geometrically, the rows of the reduced matrices, i.e., $T$ and $D$, can be regarded as coordinates of points representing the images and visual words in a $t$-dimensional space.

The amount of dimension reduction of $S_0$, i.e., the value of $t$, is a significant issue and is usually determined by operational criterion. If $t$ is too large, $M$ will be sensitive to noise. On the other hand, if $t$ is too small, the latent structure may not be kept. Therefore, some trade-off should be made. In our implementation, we empirically find best results with $t = \min(i | S_0(i,i) > S_0(0,0)/30)$.

Assume row-normalizing $M$ yields $M^R$. Then the dot product between two row vectors of $M^R$ reflects the extent to which two rows have a similar pattern of occurrence across the set of images [4]. Therefore, the pair-wise row vector distance of $Y^R$ can be defined as

$$U = M^R(M^R)^T$$

Each entry in $U$ is a cosine distance between two normalized vectors, with value ranging from $-1$ and $1$. We keep those similar visual word pairs and discard those dissimilar ones. We define the pair-wise visual word similarity in the sense of latent semantic context as follows:

$$W_{i,j}^{\text{LSC}} = h(U(i,j))$$

where $h(\cdot)$ is a non-decreasing function.

### 4.3. Visual word link graph

Visual word is a kind of visual concept atom. They are intrinsically related through image and works as visual concept carrier. Usually, visual concept is composed of a set of visual atoms under some geometric constraints. Therefore, it is necessary to incorporate the local geometric relationship among visual words to analyze the visual link context between visual words. MSER region [3] can serve for this task.

Usually, the MSER detector generates a relatively small number of regions per image with high repeatability. Such MSER region intrinsically imposes local geometric constraints for its contained visual words, which works as geometric context.

Consequently, a four-layer visual word graph is constructed. As illustrated in Fig. 2, there are two intermediate layers, i.e., image layer and MSER layer. Visual words do not transit to each other directly. Instead, a visual word $V_i$ first transits to an image that contains $V_i$, then further to the MSER region in the image, and finally to another visual word $V_j$ that shares the same MSER region. The intuition behind is that if a user is viewing an image, he or she is most likely attracted by some local features, and other local features within the neighborhood may also be of interest. Such transition behavior naturally reflects the co-occurrence context of visual words.
Based on the visual word graph, we essentially define a propagation probability matrix $W$ on the edges of the graph as follows:

$$P(V_j|V_i) = \sum_{k=1}^{N} \frac{N_k}{N} P(V_j|M_{k,t}) P(M_{k,t}|I_k) P(I_k|V_i)$$

(6)

where $N$ denotes the total number of images to be ranked, $N_k$ denotes the number of MSER regions in the $k$th image, $M_{k,t}$ denotes the set of visual words in the $t$th MSER region in the $k$th image, $P(V_j|M_{k,t})$ is defined as the normalized term-frequency of the visual word $V_j$ in $M_{k,t}$; $P(M_{k,t}|I_k)$ is defined as the normalized MSER-frequency of $M_{k,t}$ in image $I_k$, $P(I_k|V_i)$ is defined as the inverse image frequency of visual word $V_i$ for image $I_k$: $P(I_k|V_i)=1/(N(V_i))$, where $N(V_i)$ is the total number of images that contain visual word $V_i$.

Further, we simply define the visual word link similarity for visual words as follows:

$$W_{VW}^{VW}(i,j) = P(V_j|V_i)$$

(7)

4.4. Visual word rank

After obtaining $W_{VW}^{VW}$ and $W_{VW}^{AV}$, $W^{AV}$ is calculated with Eq. (1). Similar to VisualRank [8], the idea of PageRank [9] can be adopted to discover the visual word significance. Consequently, the significance of visual word $R$ is iteratively defined as follows:

$$R = d W^T R + (1-d)p$$

(8)

where $W^T$ is the column-normalized version of the transposition of $W_{VW}^{AV}$, $p$ is a distracting vector for random walk behavior [8], and $d$ is a constant damping factor. Usually, $d > 0.8$ is chosen. The iteration of Eq. (8) is considered converged when the change of $R$ is small enough or a maximal iteration number, such as 100, is achieved.

5. Image context analysis

Since images are represented by visual words, image visual context can also be deduced from the significance of visual words. We explore image context through image link graph with visual word as a latent layer, and formulate the weight of the graph edge with the visual word significance. Then, image significance is also discovered with random walk re-ranking method [8,9].

5.1. Image link graph

Generally, images are related through intermediate medium of visual words, which work as visual hyperlinks. And, different visual words will cast different votes to the image that contains them, according to their significance. These context relationships can be represented with a graph of three layers as illustrated in Fig. 3. Instead of direct transition, an image first transmits to a contained visual word, and then to another image that shares the same visual word. Visual word plays a role of latent layer in the image link graph.

Intuitively, it is more preferred to generate a middle-layer image graph, similar to the visual word graph in Section 4.3, with visual word set in MSER region as a latent layer. However, this involves extracting representative MSER visual word sets by clustering potential samples of these sets. Due to the imperfect repeatability of local features and quantization error induced by BoW, the potential variants of similar MSER visual word sets is numerous, and summarizing item-set pattern for MSER visual word set will be an unrealistic task. Therefore, we avoid the MSER layer and keep only three layers.

Based on the above discussion, the image transition probability from image $I_i$ to image $I_j$ can be defined as follows:

$$P(I_j|I_i) = \frac{1}{N(V_j)} \sum_{k=1}^{N} P(V_j|I_k) P(V_k|I_i) f(R_k)$$

(9)

where $P(I_j|I_k)$ is defined as the inverse image frequency of visual word $V_k$ in image $I_k$, $P(V_k|I_i)$ denotes the normalized term frequency of visual work $V_k$ in image $I_i$, $R_k$ is the significance value of visual word $V_k$ obtained with Eq. (8), $f(\cdot)$ is a non-decreasing function and $N_s$ is a normalization factor such that the sum of transition probability for the $i$th image to any other image is one.

In Eq. (9), the item $f(R_k)$ weighs visual link that passes through visual word $V_k$. Therefore, images with many significant visual words will enjoy high probability to be propagated to. There are many choices for $f(\cdot)$, such as $f(x)=e^x f(x)=x$. In our approach, we define $f(x)$ by Eq. (10) and determine the value of $r$ through experimental study.

$$f(x) = x^r$$

(10)

It should be noted that the image transition probability matrix is asymmetric. In fact, the symmetry property is not required. For instance, consider the case in which one image is a cropped version of another image. It is obvious that the alternate conditional probability is unequal.

5.2. Image rank

In Section 5.1, the image transition probability is obtained. However, it does not necessarily define the image pair-wise similarity, since the more features regardless of importance an image contains, the larger probability it is propagated from other images. Therefore, a regularization term should be included for penalizing images with too many features. We formulate the image visual similarity heuristically as follows:

$$W^{img}(I_j) = \text{Prob}(I_j|I_i) \tau(I_j)$$

(11)

where $\tau(I_j)$ is the regularization term for the $j$th image, defined as

$$\tau(I_j) = \frac{1}{\sqrt{N(I_j)+\bar{N}/n}}$$

(12)

where $N(I_j)$ denotes the number of features in the $j$th image, $\bar{N}$ is the average local feature number per image, $n$ is a constant. In our experiment, $n=10$. In Eq. (12), the term $\bar{N}/n$ works as a residue to prevent over-weighting those images with too few local features.

Similar to visual word rank discussed in Section 4.4, we can also adopt the idea of PageRank to explore the image significance. In PageRank, each graph node is a web page, while in our task an image corresponds to a node in the graph. And the key lies in the
definition of the similarity between each pair of nodes in the graph. Consequently, the significance of image $S^{img}$ is iteratively defined as follows:

$$S^{img} = d U S^{img} + (1-d)p$$

where $p = \frac{[1]}{n \times 1}$

(13)

where $U$ is the column-normalized version of the transposition of $W^{img}$ defined in Eq. (11). The convergence condition is the same as that of Eq. (8), as discussed in Section 4.4.

6. Web image applications

In this paper, based on the results from latent visual context learning as discussed from the above two sections, we focus on two applications for web images: image re-ranking and canonical image selection.

6.1. Image re-ranking

Image re-ranking is to re-order images based on the relevance of images to the given text concept. Generally, the image relevance can be fused with two kinds of clues. The first one is the original ranking order of the image search results, which is mainly based on textual metadata of images. The second one is from the image significance based on visual content, as that discussed in Section 5.2. Consequently, we define the image rank value as follows:

$$g(I_i) = \lambda O^{Content}(I_i) + (1-\lambda)O^{Text}(I_i)$$

where $O^{Content}(I_i)$ is the re-ranking order of image $I_i$ according to the visual significance $S^{img}$ obtained with Eq. 13, $O^{Text}(I_i)$ denotes the ranking order of image $I_i$ in the original search results from textual based image search engine and $\lambda$ is a weighting factor with range $0 < \lambda < 1$.

Finally, all images are re-ordered according to the rank value $g(I_i)$. It should be noted that for a constant $\lambda$, some images with different $O^{Content}(I_i)$ and $O^{Text}(I_i)$ may also get the same rank value. In such cases, images with greater value of $O^{Content}(I_i)$ will be given more priority to rank to the top.

6.2. Canonical image selection

With the selected distinctive visual words and good candidate images, we can perform canonical image selection. Ideally, the canonical images should be representative to the query, and also exhibit a diverse set of views. In [27], three criteria are proposed, including: similarity, coverage, and orthogonality. In this paper, we define the representative photos as those that contain many most important and distinctive visual words and adopt a weighted set coverage (WSC) scheme to select multiple search-related canonical images, considering orthogonality and coverage.

We denote the candidate image pool generated in Section 5 as $S = \{I_1, I_2, ..., I_m\}$ and the set of distinctive visual word elements contained in these selected images as $X = \{v_1, v_2, ..., v_n\}$. Each visual word $v_i$ has a weight $w(v_i)$, and each image $I_i$ has an incremental weight $c_i$ and an importance weight $u_i$. $u_i$ is defined to be equal to $VR^{img}(I_i)$, the significance value of $I_i$, obtained from Eq. (13). The definitions of $w(v_i)$ and $c_i$ are described as follows:

$$w(v_i) = \{\sqrt{VR^{w}(v_i)} \text{ if } VR^{w}(v_i) > 0 \text{ else}$$

(15)

where $\Phi$ is the average of all visual word significance value $VR^{w}(v_i)$, $i = 1, 2, ..., n$, obtained from Eq. (8)

$$c_i = \sqrt{\frac{\#(VW(I_i) \cap X)}{\#(VW(I_i))}}$$

(16)

where $G$ is a subset of $S$, representing the selected canonical images. $VW(I_i,G)$ denotes the set of distinctive visual words only covered by image $I_i$ but not covered by any image in $G$, and $\#(VW(I_i))$ denotes the total number of visual words covered by $I_i$.

Further, we define $TW$, as the total sum of weight of the distinctive visual words in $VW(I_i,G)$:

$$TW_i = \sum_{v_j \in VW(I_i,G)} w(v_j)$$

(17)

Finally, our weighted set coverage is performed as Algorithm 1.

Algorithm 1: Weighted Set Coverage ($G$, $S$, $X$)

Input: $S$, a set of images; $X$, a set of visual word elements.

Output: $G$, a subset of $S$ with maximum coverage of good visual words.

Procedure:

1. $G = \Phi$.
2. Repeat
   1. Select $I_i \in S$, that maximize $TW_i.c_i.u_i$;
   2. $G \leftarrow G \cup \{I_i\}$, $S \leftarrow S \setminus \{I_i\}$
3. If all Good visual words are covered by $G$, stop.

Fig. 4. Performance (NDCG) for different values of $\alpha$. Best performance is obtained with $\alpha = 0.3$.

Fig. 5. Performance (NDCG) for different values of $r$ with $\alpha = 0.3$. Best performance is obtained with $r = 3$. 
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7. Experiments

To validate the effectiveness of our latent visual context learning (LVCL) scheme, we conduct experiments with images collected from the Web. Thirty famous landmark related text queries are gathered and 500 full size images for each query are downloaded through Google Image. Typical queries include “Coliseum”, “Lincoln Memorial”, “Eiffel Tower”, “Statue of Liberty”, and so on. Each image is labeled with ground truth according to its relevance to the corresponding text query on four levels, i.e., “Excellent”, “Good”, “Fair”, “Irrelevant”. Landmark queries are selected for several considerations. First of all, they are popular in Web queries. Second, they contain canonical objects of diversity and fit themselves well to the type of local features used in our study.

For each image, we extract the widely used SIFT features, with a standard implementation [2]. The DOG detectors are used for key point detection and a 128-dimensional orientation histogram is extracted to describe the local patch around the key points. Before feature extraction, images are scaled to have a maximum axis size of 400. From our study, the average SIFT feature number for a single image is 680. For SIFT quantization, a hierarchical visual vocabulary tree [13] with 4 levels and 10 branches for each non-leaf node is adopted. With 1 million samples out of 10 million SIFT features from an independent image dataset for clustering a visual codebook of 10 thousand visual words is obtained.

7.1. Image re-ranking evaluation

To evaluate the performance of image re-ranking results, we adopt normalized discounted cumulative gain (NDCG) [23,24] which is widely used in information retrieval evaluation involving more than two relevance levels. Given a ranking list, the NDCG score at position n is defined as

\[
\text{NDCG}@n = Z_n \sum_{i=1}^{n} \frac{2^{r(i)} - 1}{\log(1+i)}
\]

where \(r(i)\) is the relevance score of ith image in the ranking list, \(Z_n\) is the normalization factor which is chosen such that NDCG@n for the perfect ranking list is 1.

To demonstrate the full potential of LVCL, we set \(\lambda = 1\) in Eq. (14). For our re-ranking algorithm, there two parameter \(\alpha\) in Eq. (1) and \(r\) in Eq. (10) to be determined. The re-ranking performance for different values of \(\alpha\) is illustrated in Fig. 4, with \(r\) set a constant 3. The effect of \(r\) will be studied latter. From Fig. 4, it can be observed that latent semantic similarity and visual word hyperlink similarity complement each other and a trade-off is achieved when \(\alpha = 0.3\).
To study the effect of $r$, we test the whole dataset with different values of it. The corresponding performance is illustrated in Fig. 5. It can be observed that, when $r$ increases, the corresponding NDCG first rises and then decreases, with the best performance obtained at $r=3$.

One of the key issues of our approach is to weight the image graph with visual word significance value. To demonstrate the necessity of the visual word weight for image graph, we set $f(x)=1$ in Eq. (9) and keep the other components unchanged. Then we compare the results with and without visual word significance, as shown in Fig. 6. It can be observed that, without weighting the visual word layer, the performance will suffer from dramatic decrease.

To demonstrate the necessity of MSER layer for our visual word graph, we replace the original four-layer visual word graph with a three-layer graph, ignoring the MSER layer, and formulate the visual word transition probability as follows:

$$P(V_j|V_i) = \sum_{k=1}^{M} P(V_j|I_k)P(I_k|V_i)$$

where $P(V_j|I_k)$ denotes the term frequency of $V_j$ in image $I_k$ and $P(I_k|V_i)$ is the same as the previous definition. And other components of the framework stay the same. Then, the altered version is evaluated with the same landmark dataset and the results are compared with that of the standard LVCL approach, as

Fig. 9. Top 30 re-ranking results of VisualRank (a), (c), (e), (g), (i) and LVCL (b), (d), (f), (h), (j) for image set obtained from Google Image with text query “Chichen Itza”, “Petra in Jordan”, “Tower Bridge”, “Sydney Opera House” and “Temple of Heaven”, respectively.
7.2. Canonical image selection

In our experiments, we select the top-ranked 150 images from our image re-ranking results to construct the candidate pool for canonical image selection. Two baseline methods are used for comparison. The first one is the top-K retrieved images from the text-based search results. The second baseline employs affinity propagation (AP) clustering on the same top 150 images. Clusters are ranked by the inter-cluster distance, and the cluster exemplars are selected as canonical images.

Fig. 10 shows three sample results of image re-ranking and canonical image selection based on LVCL, respectively. It can be seen that, although good relevance is guaranteed, the redundancy of duplicated images is also prevalent. With canonical image selection, redundancy is suppressed to achieve good diversity.

To quantitatively evaluate the performance, motivated by [26], we implement a subjective evaluation of the top five results for each method and ask 5 users to answer the following three evaluation questions:

(1) Representative: How many photos are representative to the query (0–5)?
(2) Redundant: How many photos are redundant (0–5)?
(3) 1st place voted: Which canonical image set (among the three methods) is the most satisfactory?

The results for each question are averaged over all users and 30 queries.

Table 1 shows a summary of the subjective evaluation results. As for representative score, WSC shares very similar performance to the other two baselines. However, WSC performs much better in terms of redundancy and 1st place voted scores. The consideration of orthogonality and coverage helps WSC obtain the smallest redundant score. It shows that our method can select canonical images, which are not only representatives of the collected photos, but also exhibit a diverse set of views with minimal redundancy.

8. Conclusion and discussion

We propose a novel framework of latent visual context learning (LVCL) for web image applications of image re-ranking and canonical image selection. We explore the visual context structure by analyzing visual link graphs and latent semantics. The significance information for visual words and images are discovered by means of visual graph analysis, respectively. Experiment with landmark Web image dataset demonstrates the superiority of the proposed approach over traditional approaches in image re-ranking and canonical image selection.

In this paper, we select the local feature and MSER region for image representation. Therefore, it is well suited for re-ranking image set of rigid canonical objects, such as landmarks. It may also work well for most product images. However, for cases such as natural scene images, where the image content cannot be satisfactorily characterized by local features, our approach may fail to work.

In this work, singular value decomposition (SVD) is adopted when performing LSA. Due to the computational complexity, it is not applicable to re-rank a large amount of images, say, over one million. However, in practice, it is reasonable to assume the top
text-search results are in good quality. Therefore, it will be sufficient to re-rank only top, such as 500, images, with acceptable computational time cost.

In the future, we will incorporate global feature into our framework to deal with cases where local features are insufficient to work. Moreover, discovering more representative regional visual word set with MSER or some other regional constraints is the next research direction. Further, more comprehensive experiments will be performed on some other public databases.
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